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Outline

ÁeXtreme-scale Computing

Å Motivations: global knowledge without global 

communication

Å Applications: from distributed systems to 

exascale supercomputing (HPC) 

Á Epidemic Data Mining

ÁEpidemic Protocols
Å Information dissemination and data aggregation

Å Membership and aggregation protocols

ÁOpen Issues and Contributions
Å aggregation in asynchronous systems

Å local detection of global convergence

Å dynamics in overlay topologies

ÁConclusions
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From Large to Extreme-scale Systems

Distributed Systems

Internet
Ubiquitous Computing, Crowd Sensing, P2P 

Overlay Networks

Internet of Things (50 to 100 trillion objects)

Decentralised Online Social Networks

Ad-hoc Networks 
Large-scale Wireless Sensor Networks

Mobile ad-hoc Networks (MANET) 

Vehicular Ad-Hoc Networks (VANET)

Parallel Systems

Towards exascale computing
Tianhe-2 (MilkyWay-2): National Supercomputer Center, Sun 

Yat-sen University, Guangzhou, China, Top500 N.1 since 

June 2013, 34/55 Pflop/s, 3.12M cores
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Extremely Scalable Computing

Scalability
number of data objects

dimensionality of data objects

number of processing elements ă

Computing in extreme-scale systems
Scalability of the communication cost

Decentralisation

Robustness and fault-tolerance

Adaptiveness: ability to cope with dynamic environments

üGlobal Knowledge w/o Global Communication
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Epidemic Protocols

A communication and computation paradigm for 

large-scale networked systems:
high scalability

probabilistic guarantees on convergence speed and accuracy

robustness, fault-tolerance, high stability under disruption

aka Gossip-based protocols
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Figure from: Rapid communications A preliminary estimation of the 
reproduction ratio for new influenza A(H1N1) from the outbreak in 
Mexico, March-April 2009", P Y Boëlle, P Bernillon, J C Desenclos, 
Eurosurveillance, Volume 14, Issue 19, 14 May 2009

Exponential Growth

In epidemiology an epidemic is a disease outbreak that occurs when new 

cases exceed a "normal" expectation of propagation (a contained 

propagation).

The disease spreads person-to-person: the affected individuals become 

independent reservoirs leading to further exposures. 

In uncontrolled outbreaks there is an exponential growth of the infected cases.

Figure from: Controlling infectious disease outbreaks: Lessons 
from mathematical modelling , T Déirdre Hollingsworth, Journal of 
Public Health Policy 30, 328-341, Sept. 2009
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Epidemic Computing
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ÇIdea: VirusĄ Information

Disease outbreak 

Epidemic communication for 

extreme-scale computing
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Epidemic/Gossip-based Protocol

Á A synchronous push mechanism for information dissemination (infection)

Á Uniform Gossiping: assuming a node is able to select a node id  (peer) 

uniformly at random

Á Practical peer sampling: Membership Protocols are used to provide such a 

function in a practical way.
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Repeat

wait some DT

chose a random peer

send local state

Repeat

receive remote state

If state==infected, then 

local state=infected

Active thread (cycle-based): Passive thread (event-based):
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Information Dissemination: Propagation Time

Time to propagate information originated at one peer
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Time to complete infection : O(log N)
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Seminal Work and History

Demers 1987 (Xerox PARC), Clearinghouse Directory Service

Golding 1993, the refdbms distributed bibliographic database system

Demers 1993-97 (Xerox PARC), the Bayou project

Birman 1998 (Cornell), Bimodal Multicast

van Renesse 1999 (Cornell), Astrolabe

Karp 2000 (ICSI, Berkeley), Randomized Rumor Spreading

In 2000-2005, a surge of studies: 

several epidemic protocols and 

their applications in communication networks and distributed systems

Di Fatta 2011, first epidemic data mining algorithm for distributed systems

Strakova 2011, first application to exascale supercomputing

Theoretical work is still making progress but practical protocols and apps 

have received limited attention.
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Open Issues

Theoretical studies and simulations typically assume 

×simplistic synchronous communication model with static/reliable network

×unrealistic global knowledge of the networked system

× the initial overlay topology is a random graph

×unlimited or enough  protocol rounds to reach convergence

In distributed, large and extreme-scale networks:

ücommunication is asynchronous, net is not reliable/is dynamic

ünodes may only know a limited set of neighbours (sparse graph)

ü the initial topology may not be a random graph: poor initial topologies 

may have serious implications in convergence speed and, even worse, in 

the convergence guarantee itself

üconvergence is a global property that depends on several factors, which 

typically are not known locally.
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üApplications
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Applications

Epidemic protocols have been used to provide scalable and 

fault-tolerant services, such as:

information dissemination (broadcast, multicast) 

data aggregation: values of aggregate functions more important than 

individual data (sum, average, sampling, percentiles, etc.)

And they have been proposed for various applications: 

DB replica synchronisation and maintenance

Network management and monitoring

Failure detection

HPC algs and services, e.g., QR factorization and power-capping

Epidemic Knowledge Discovery and Data Mining

decentralised discovery of global patterns and trends
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Parallel K-Means in share-nothing systems

distributed data

All-Reduce

distributed

processes

centroids for 

next iteration: 

repeat until 

convergence

compute local 

clusters: 

partial sums

Broadcast

generate

centroids for 

first iteration

data are 

intrinsically 

distributed

compute local 

clusters: 

partial sums

compute local 

clusters: 

partial sums

compute local 

clusters: 

partial sums

initialisation

P0 P1 P2 P3

Global communication is not a feasible approach for 

extreme-scale systems
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Epidemic K-Means

distributed data

Epidemic Aggregation of 

sums, counts and errors

distributed

processes

centroids for 

next iteration: 

repeat until 

convergence

compute local 

clusters: 

partial sums

Epidemic broadcast 

of a seed for the random number generator

generate

centroids for 

first iteration

data are 

intrinsically 

distributed

compute local 

clusters: 

partial sums

compute local 

clusters: 

partial sums

compute local 

clusters: 

partial sums

initialisation

P0 P1 P2 P3

generate

centroids for 

first iteration

generate

centroids for 

first iteration

generate

centroids for 

first iteration

(or static list of 

seeds for 

multiple 

executions)


